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ABSTRACT

Methods are presented whereby an Algol-like program, given together with its
specifications, can be documented automatically. The program is incrementally annotated
with invariant relationships that hold between program variables at intermediate points in

i the program and explain the actual workings of the program regardiess of whether the
program is correct. Thus this documentation can be used for proving the correctness of
the program or may serve as an aid in the debugging of an incorrect program.

The annotation techniques are formulated as Hoare-like inference rules which derive
invariants from the assignment statements, from the control structure of the program, or,
heuristically, from suggested invariants. The application of these rules is demonstrated
by two examples which have run on an experimental implementation.
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Inference Rules for Program Annotation 1

I. INTRODUCTION

A convenient form for expressing many facts about a program is a set of invariant
assertions (invariants, for short) which detall relationships between the different variables
manipulated by the program. Invariant assertions play an important role in many aspects of
programming, including: proving correctness and termination, proving incorrectness, guiding
debugging, analyzing efficiency and aiding in optimization.

Program annotation Is the process of discovering these invariants. We are given an
Algol-like program along with an output specification stating the desired relationship among
the program variables upon termination, and an input specification defining the set of inputs
on which the program is intended to operate. It is, however, not known whether or not the
program is correct and satisfies those specifications. Our task is to generate the invariant
assertions describing the workings of the program as is, independent of its correctness or
incorrectness.

In the following sections, we present a unified approach to program annotation, using
annotation rules — in the style of Hoare [1868] - to derive invariants. Section | presents
an overview of our approach. It is followed by two detalled examples: the first (Section
1) illustrates the basic techniques on a single-ioop program; the second (Section IV)
applies the techniques to a program with nested loops and arrays. A catalog of annotation
rules Is included in the Appendix. :

We have implemented the strategies described in this paper in QLISP (Wilber [1976]),
which resides in an INTERLISP environment (Teitelman [1974]). The two examples
presented here are among those that have run successfully on our experimental system.
Three earlier annotation systems are: :
® the system described in Eispas [1874], based mainly upon the solution of difference
equations;
® VISTA (German [1974], German and Wegbreit [1976]), based upon the top-down
heuristics of Wegbreit [1974]; and

® ADI (Tamir [1978]), an interactive system based upon the methods of Katz and Manna A3

[1976] and Katz [1976]. s
Our system, as described here, attempts to incorporate and expand upon those systems. ' S*r O
JUSTIFICATION __ “
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Inference Rules for Program Annotation 2

II. OVERVIEW

In this section, we first define some terminology and then, in an attempt to impart the
flavor of the general approach, present samples of each type of annotation rule.

1. Notation and Terminology

Given a program with its specifications, our goal is to document the program
automatically with invariants. If the program is correct with respect to the specifications,
we would like the invariants to provide sufficient information to prove its correctness; if
the program is incorrect, we would like information helpful in determining what is wrong with
it. Three types of invariants will play a role in our discussion:
® Global invariants are relations that hold at all places (i.e., labels) and at all times during
the execution of some program segment. We shall write

{a}) inP

to indicate that the relation a is a global invariant in the program segment P .

® [ocal invariants are associated with specific points in the program, and hold for the
current values of the variables whenever control passes through the corresponding point.
Thus,

‘a) atl

mea. he relation a holds each time control is at label L .

® Candidates for invariants, also associated with specific points, are relations that are
believed to be local invariants, but which have not yet been verified. Using question marks
to emphasize that these relations are just candidates, we write

{(? «a 7} atlL.

Consider the following simple program, meant to compute the quotient ¢ and
remainder r of the integer input values ¢ and d :
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P, begin comment integer division
B: { ceN, deN'* )

g:=0
FimC
loop Lg{ ... )
until r<d
q =g+l
7 = 1-d
repeat
E: (2 qeN, qscld, cld<gsel, r=c-qgd 7}
end , '

where N is the set of natural numbers, and N* Is the set of positive integers. We use
the loop-until-repeat construct, to indicate that the two loop-body assignments,
¢ :=q+] and r:=r-d, are repeated until the exit test r <d is true for the first time.
This program will be used only to lllustrate various aspects of program annotation;
examples of full annotation are given in Sections Il and V.

The invariant

{ceN, deN*)

attached to the begin label B, , is the input specification of the program defining the
class of "legal" inputs. It indicates that whenever computation starts at B, , the variable ]

¢ is a natural number and d is a positive integer. The Input specification is assumed to
hold, regardiess of whether the program Is correct or not. Since it is a local invariant at
B, , we refer to it as

{ceN, deNt ) at B, .

The candidate
{? qeN, gscld, cld<qsel, r=c-gqed 7)

attached to the end label £ , Is the output specification of the program. It states that
the desired outcome of the program is that ¢ be the largest integer that is not larger than

it
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Inference Rules for Program Annotation 4

c/d and r be the remainder. Since one cannot assume that the programmer has not
erred, initially all programmer-supplied assertions — including the program's output
specification — are only candidates for invariants.

In order to verify that a candidate is indeed a local invariant, we must show that
whenever control reaches the corresponding point, the candidate holds. Suppose that we
are given a candidate for a loop invariant

{(? r=cqd ?) atlL,.

To prove that it is an invariant, one must show that the reiation holds at L, when the loop
is first entered, and that once it holds at L, it remains true each subsequent time control
returns to L, . If we succeed, then we would write

{r=cqd}) atl,.

Furthermore, if r = ¢-¢°d holds whenever control is at L,, then it will also hold whenever
control leaves the loop and reaches £ . In other words, r s c-g:d would also be an
invariant at £, and may be removed from the list of candidates at E,. In that case, we
would write

{? geN, gscld, cld<q+l 7} and { r=c-qg:d } at Gy s

Global invariants often express the range of variables. For example, since the
variable ¢ is first initialized to zero and is subsequently incremented by ones, it is obvious
that the value of ¢ is always a natural number. Thus we have:the global invariant

{geN} inP,

which relates to the program as a whole, and states that ¢ € N throughout execution of
the program segment P .

In this paper, we describe various annotation techniques. These techniques are
expressed as rules: the antecedents of each rule are usually annotated program
segments, containing invariants or candidate invariants, and the consequent is either an
invariant or a candidate. We list about forty such rules in the Appendix; they are
numbered <1>, <2), etc. This list Iis representative of the kinds of rules that may be
used for annotation; it is not, however, meant to be a complete list. Not only are these
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rules useful for automatic annotation, but they may aiso heip clarify the relationships
between program text and invariants for the human programmer.

We differentiate between three types of rules: assignment rules, control rules and
heuristic rules.
® Assignment rules yield global invariants based only upon the assignment statements of
the program.
® Control rules yield local invariants based upon the control structure of the program.
® Heuristic rules have candidates as their consequents. These candidates, though
promising, are not guaranteed to be invariants.
The assignment and control rules are algorithmic in the sense that they derive relations in
such a manner as to guarantee that they are invariants. The heuristics are rules of plausible
inference, reflecting common programming practice.

2. Assignment Rules

Many of the algorithmic rules depend only upon the assignment statements of the
program and not upon its control structure. - In other words, whether the assignments
appear within an iterative or recursive loop or on some branch of a conditional statement is
irrelevant. Since the location and order in which the assignments are executed does not
affect the validity of the rules, these rules yield global invariants.

The various assignment rules relate to particular operators occurring in the assignment
statements of the program. Some of the rules for addition, for example, are: an addition
rule, which gives the range of a variable which is updated by adding (or subtracting) a
constant; a set-addition rule for the case where the variable is added to another variable
whose range is aiready kinown; and an addition-relation rule which relates two variables
that are always incremented by similar expressions. Corresponding rules apply to other
operators.

In dealing with sets, we find the foliowing notation convenient: The set of elements
fGs,,5,, ... ,$,) suchthat s, €5, 5 €8,, ..., 5, €5, — where f is any expression
and m 2 0 — Is denoted by f(S,,S,, ... ,S,). For example, since N denotes the set of
natural numbers, the set f(N ,N) sa+N+ " contains all elements g+mea" such that m
and n are natural numbers.
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Using this notation, we have the addition rule <1>

x:= a | x+a | x4a, | ... In P

{ xeape N+asN+... } inP ,
where P is a program segment and the expressions a, are of constant value within P .
The antecedant

x:= a | x+a | x4a, | ... In P

indicates that the onl/y assignments to the variable x in P are x:=a,, x:=x+qa,,
x := x+a, , etc. The consequent

{ xearaN+asN+... } inP
is a global invariant indicating that x belongs to the set e¢#+a N+a, N+ ... throughout
execution of P — but only from the point when x first receives a defined value in P .
[After any execution of x:=a,  clearly xea#a N+a N+... with
x =a+a0+a,0+... , and if x=g+am+aen+... for some m, n, ... before
executing x := x+a,, then x®ma+a (mel)+a, n+ ... after executing the assignment.

Thus, m represents the number of executions of x := x+a, since x :=a was executed
last, n is the number of executions of ¥ := x+a,, etc.] From such an invariant, more
specific properties may be derived. For example a bound on ¥ may be derived using
methods of interval arithmetic (see, e.g., Gibb [1961]). Note that no restrictions are placed
on the order in which the assignments to x are executed, except that prior to the first
execution of x := a , the invariant may not hold.

In our simple program P, the assignments to the variable ¢ are

q:=0 q:=q+l .
So we can apply the addition rule, letting @ =0 and a, =/, and obtain the global invariant
q € 0+I*N , e,

{geN} inP .

The assignments to r in Po are
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T im¢ ri=r-d .
Applying the same rule to them, letting a,®¢ and a, = -d , yields the invariant
{recdN}) InP,.

Given that d |s positive, we may conclude that rs¢.

The set-addition rule is a more general form of the above addition rule, applicable to
nondeterministic assignments of the form x :€ f(S) , where an arbitrary element of f(S) is
assigned to x . Note that an assignment x := f(s) , where it is only known that s €S,
may ba viewed as the nondeterministic assignment x :€ f(S) . The set-addition rule <6 is

x:€ S, | x+S, | x45,] ... In P
{ xeSAZS+ZS4+... } InP ,

where ZS denotes the set of sums s;+5,+...+s, for (not necessarily distinct) addends
s;In §.If m=0,thesumis 0;if S contains the single element s, then ZS =N .

(This rule applies analogously to any associative and commutative operator "®".) These
assignment rules for global invariants are related to the wnl; interpretation method of
Sintzoff [1972] (see also Wegbreit [1076] and Harrison [1977]) which has been
implemented by Scherlis [1974].

In our program P, the assignments to r were
7= 7 im7-d .

Since we are given that ce N and d € N* , we may view these as the nondeterministic
assignments

r:€N r:er-N*t

and by applying the set-addition rule, we obtain the global Invariant r € N-ZN* . This
simplifies to

{rel}) mP, ,

where [/ is the set of all integers.
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To relate different variables appearing in a program, we have an addition-relation rule
<11)>:

(x,9) = (a,,b) | (x+a,u,y+bu) | (x4a00,9400) | ... in P
{ a°(-b)=b+(x-a) } inP ,

where u, v, ..., are arbitrary (not necessarily constant) expressions. The invariant
begins to hold when the multiple assignment (x,y) := (e ,b) has been executed for the

first time. [The invariant a (y-b) = b (x-a)) clearly holds when x=a, and y=b .
Assuming it holds before executing (x,y) := (v+a u,y+b-u), then after executing tre
assignment, both sides of the equality are increased by ¢ b -u, and the invariant still

holds.] The multiple assignments in the antecedent of the rule, eg.,
(x,y) := (x+a u, y+b+u) , may represent the cumulative effect of individual assignments

lying on a path between two labels, with the understanding that whenever x := x+a -u is
executed, so is jy := y+b,-u for the same value of the expression u . In that case, the
invariant will not, in general, hold between the individual assignments.

In our example, the assignments in the initialization path give us
(g,n):=(0,c) ,
and for the loop-body path we have
(g,7) = (q+1,7-d) .

By a simple application of the addition-relation rule with a =0, b =¢c, ¢, =u=v=1, and
b, = -d , we derive the invariant 1«(r-c) = -d+(¢-0) , which simplifies to

{r=cqd} inP

0

We note that this addition-relation rule (as well as several other relation rules in the
Appendix) may be derived from the following general relation-rule schema:

(x,9):= (a,,b) | (x®u®a,),ydudd)) | (x&(@®a),y®w®)) | ... in P

{ (a,®)®(y®a)) = (x® )®(®a) } In P ,
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where the operator @ is commutative and associative, operator ® satisfies
(a®b)®c = (a®c)®b , and (a®b)®c = (a®c)®(b®c) . (These relation rules are related to the
approach in Caplain [1976].)

Before turning to the control rules, we mention an additional useful technique: the
augmentation of a program with counters. For example, by Initializing a counter to zero
upon entering a loop and incrementing it by one with each iteration, the value of the
counter will indicate the number of times that the loop has been executed. Then relations
between the program variables and the counter can be found. (The variable ¢ serves a
loop counter in the example program P, .) By deriving upper/léwer bounds on the counter
upon loop exit, the termination of the loop may be proved and time complexity analyzed.
Loop counters may also be used to discover relations between variables by solving
first-order difference equations (see, ¢.g., Eispas [1974] and Katz and Manna [1976]).

3. Control Rules

Unlike the previous rules which completely ignore the control structure of the program,
there are aiso control rules that derive important invariants from the procgram structure.
(They are related to the verification rules of Hoare [1868].) For example, the forward
loop-exit rule <31,

loop P’
{a)
until ¢
L'
P"
repeat
L't
{a, -t) atl
(@, t) L ,

reflects the fact that if a loop Is exited and control Is at L” , then the exit test ¢ must
have just held, while if the loop Is continued at L', the exit test was false. Furthermore,
any relation a that held just prior to the test, also holds immediately after. The forward
loop-body rule <29),

-y
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{a)}
loop L:
P

{6}

Tepeat
{avB8 ) atlL ,

states that for control to be at the head of a loop, at L, either the loop has just been
entered, or the loop body has been executed and the loop is being repeated. Therefore
the disjunction a V8 of an invariant a known to hold just before the loop with an
invariant 8 known to hold at the end of the loop body, must hold at L .

Applying the first rule to the loop in the integer-division program P,, yields the
invariant r <d at E ,and r2d at the head of the loop body:

qg:=0

ri=c¢

loop L;:
until r<d
{rzad}
q =g+l
r = 7-d
Tepeat

Ep (recd ).

To propagate invariants, such as r2d, past assignment statements, we have a
forward assignment rule <21,

{ alx,y }
x := f(x ,9)
L:

{a(fi(x,»,y» ) atlL ,

where f~ is the inverse of the function f in the first argument, i.e., f(f(x,9),9) =x. In
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our example, since the first loop-body assignment ¢ := g+/ does not affect any variable
appearing in the invariant r 2 d , the invarlant Is pushed forward unchanged. To propagate
r 2 d past the second assignment, r := r-d , we replace r by the inverse of r-d , that is
r+d , yielding r+d 2d , or

{(r20} ,
at the end of the loop body.

The assignment axiom <18,

X =@

{x=a}
(the expression a may not contain x ), gives us the invariant

{r=c)
prior to entering the loop. Thus, by the forward loop-body rule <29>, we get the loop
invariant

{rmevrao ) ati, .

Since, by the input specification 0 s ¢, the first disjunct is subsumed by the second, i.c., if
the first disjunct Is true, then the second must also hold, and the invariant simplifies to

{(r20) ati,.

To generate invariants from conditional statements, we have a Sforward test rule <26>:

{a)

if ¢t then L': ; P’
else L": ; P"
fi

{a, t} atl
{a, =t} atlL”

That is, for the then branch to be taken ¢ must be true, while for the else branch to be
taken it must be false. And anything that held before the test, holds after.
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To iilustrate the controi ruies, consider the following single-ioop, single-conditional,
program schema:

P*: begin . 3

Zi=c 1
loop L*: { ... )

until #(z)

2= f(z)

if s(z) then z:=g(2) else z:=i(z) fi

repeat
end .

We shall assume that the inverse functions f~, g~ and A~ are available whenever
required by the rules.

The assignment axiom <18>, when applied to the initial assignment z := ¢, yields the
invariant

{z=¢)
before the loop. The forward loop-exit rule <31> generates the invariant -~7(z) at the head
of the loop body, inmediately after the until clause, and then the forward assignment rule
<21) gives -t(f(z)) preceding the conditional. So far we have the loop body

until ¢(z)
z = f(2)

{ -~ (2)) }
if s(z) then z2:=g(z) else z:=A(z) fi .

The forward test rule <26 propagates that invariant forward and adds s(z) at the head of
the then clause of the conditional, and -s(z) at the head of the else clause:

if s(z) then { -2(f(2)) As(z) }; z:= g(2)

else { ~t(f(z)) A-s(z) }; z:=A(2)
fi .

By pushing -¢(f"(z)) and s(z) through the then -branch assignment z := g(z) , and
~t(f~(z)) and -s(z) through the else -branch assignment z := A(z) , we get
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if s(z) then z:=g(z); { ~t(f(g"(2))) A s(g™(2)) )

else z:= A(z); { ~t(f"(A"(2))) A ~s(A~(z)) )
fi .

After a conditional statement, we know that one of the two branches must have been
taken. This is expressed by the forward branch rule <27>

if ¢t then P ; { a)
else P’ ; {(8)
fi

L:

{aVvs ) atlL.

Thus, by disjoining the invariants from the two different paths, one gets

{ [~ (@ A s(g@)] V [~ (@@)) A -s(h7(2))] }
after the conditional, at the end of the loop body. : ?

The forward loop-body rule <28> expressed the fact that if control is at the head of a
loop, either the loop-initialization invariant or the loop-body invariant must hold. Applying
this rule to our schema

{z=c}

loop L% { ... )
until #(z)
z := f(2)

if s(z) then z:=g(z) else z:=A(2) fi

(@@ A @] V[ B @) A =st(z)] )
repeat ,

we derive the loop invariant

{zsc V [~ @@ Asg(z)] V [~ (A"(2)) A =s(A"(2))] } at L* .
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This loop invariant embodies two facts about the control structure of this schema:

® exit lemma: Whenever control is at L* , either the loop has just been entered, or the
loop-exit test was false the last time around the loop. That is,

{z=¢c V ~t(f(g(2)) V -2(f(h(2))) } at L*.

The first disjunct is the result of the initialization path; the second states that the exit

test was false for the value of z when L* was last visited, assuming control came via
the then path of the conditional; the third disjunct says the same for the case when
control came via the else path.

® test lemmas Whenever control is at L* , either the loop has just been entered, or the
conditional test was true the last time around and the then path was taken, or the test
was false and the else path was taken. That is,

{z=c V s(g7@) V -s(h(z)) } at L*.

The following forall rule <35> is valuable for programs with universally-quantified
output specification. Given a loop invariant a(x) at L, containing the integer variable (or
expressior) x and no other variables, check if x is monotonically increasing by one. if it

is, then we have as a loop invariant at L, that a still holds for all intermediate values
lying between the initial and current values. That is

{x=a)

loop L: { a(x) )
P
{ x=x.+41)
Tepeat

{(? (WleDaslsx)a(l) 7) atlL ,

where a Is an Iinteger expression with a constant value in P and x, Is the value of x

when last at L . (This rule is similar to the universal-quantification technique for arrays in
Katz and Manna [1973].) The rule may be broadened to apply when x is increasing by an
amount other than I, or for a decreasing x . Note that any loop counter will satisfy the
conditions on x .

As a simple example, consider the loop

1 —
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iw=0

loop L:
until ¢(i)
i:= i+l
repeat

E: .

We clearly have i =0 upon entering the loop, and i =i, +/ at the end of the loop body.
By the exit lemma, we have i

{i=0V~t-1)) atlL ,

and generalization of this invariant yieids (VI)(0 s!si)({ =0 V ~t(l-1)) at L . Simplifying,
we get

(DO sl<it®) } atl.

This invariant may be pushed forward to E, where we also have the invariant (i) .
Together they imply

{ i-rzir‘:’t(l) } at E.

4. Heuristic Rules

In contrast with the above rules which are algorithmic in the sense that they derive
relations that are guaranteed to be invariants, there is another class of rules, Aeuristic
rules, that can only suggest candidates for invariants. These candidates must be verified.
[Since we have not implemented a theorem prover, our system suggests candidates, but
does not verify them.]

As an example, consider the following disjunction heuristic <36)>

if ¢t then P’ ; ( a )
else P’ ; (B8)
fi

Ls

{(?a, 87) atl.
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Since we know that a holds if the then path P’ is taken, while § holds if the else
path P’ is taken, clearly their disjunction @ V8 holds at L in either case (that was
expressed in the forward branch rule <27>). However, since in constructing a program, a
conditional statement is often used to achieve the sams relation in alternative cases, it is

plausible that a (or, by the same token, 8 ) may hold true for both the then and else
paths.

Wegbreit [1974] and Katz and Manna [1976] have sugge'sted a more general form of
this heuristic <39>:

{aVv@ ) atl
{?a«, 87} atlL.

However, as they remark, this heuristic should not be applied indiscriminantly to any
disjunctive invariant. We would not, for example, want to replace all occurrences of an
invariant x 2 0 with the candidates x>0 and x =0 . Special cases, such as the above

disjunction heuristic, are needed to indicate where the strategy is relatively likely to be

profitable.

As mentioned earlier, the output specification and user-supplied assertions are the
initial set of candidates. Candidates are propagated over assignment and conditional
statements using the same control rules as for invariants, and the top-down heuristic <385,

A

loop P’
L'
until ¢
PI’
repeat

s {2 % 7}

{(?7v7) al ,

may be used to push a candidate backwards into a loop. Though ¢>Y would be a
sufficiently strong loop invariant at L’ to establish ¥ at L” upon loop exit, the
heuristic suggests a stronger candidate, 7 Itself, at L’ . Since a necessary condition for
Y to be an invariant is that it hold upon entrance to the loop, the antecedent of the rule
requires the invariant ¥ before the loop. If some @, rather than ¥ , is known at that
point, then for the heuristic to be applied, 8 must imply ¥ .

il e et e 40 8,
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Returning to our integer-division example, the top-down heuristic suggests that of the
candidates

(? geN, gscld, cd<g+l, r=c-¢qd 7} at E ,

those which hold upon entering the loop — when ¢ =0 and r = ¢ — are also candidates at
L, . They are

0
{? geN, gscld, r=c-qd 7} at L, .

The third candidate at E , c/d < ¢+l , does not necessarily hold for ¢ =0 .

Each candidate must be checked for invariance: it must hold for the loop-initialization
path and must be maintained true around the loop. Of the three candidates at L , the

first, ¢ € N, and last, r =¢-¢°d, have aiready been shown to be global invariants. To |
prove that the second, ¢ sc/d, is a loop invariant at L, , we first try to show that it is

true when the loop is entered, i.c., that

0<cld .

The truth of this condition follows from the input specifications. Then we try to show that
if gscld is true at L , and assuming that the loop Is not exited, then it holds when

control returns to L, ie,

gscld N rzd > g¢+lscld.

This condition, however, does not hold. Nevertheless, we can show that g<c/d is an
: invariant by using other invariants: We have seen why r20 and r =c-¢gd are loop
. invariants at L . Since substituting c-g+d for r in r20 yields ¢-¢*d 20, it follows that
g s cld is also an invariant at L,. Thus, while an attempt to directly verify the candidate
g s c/d failed, once we have established that r2 0 and r =¢-¢g°d are invariants, we can
also show that ¢ < ¢/d is an invariant,

Indeed, in general there may be Insufficient information to prove that a candidate is
invariant when it is first suggested, and only when other invariants are subsequently
discovered does it become possible to verify the candidate. Therefore, every candidate
should be retained until all invariants and candidates have been generated. Unproved
candidates are also used by the heuristics to generate additional candidates. For
4 . example, the top-down heuristic uses the as yet unproved candidate 7 at L"” to generate

the candidate loop-invariant ¥ at L’.
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Note that a candidate invariant must sometimes be replaced by a stronger candidate
in order to prove Invariance. This is analogous to other forms of proof by induction, where
it Is often necessary to strengthen the desired theorem for a proof to carry through. The
reason is that by strengthening the theorem to be proved, we are at the same time
strengthening the hypothesis that is used in the inductive step. We could not, for
example, directly prove that the relation (r 2d) V (r = c-g°d) is a loop invariant (that is
the necessary condition for r = ¢-¢gd to hold after the loop), since this candidate is not
preserved by the loop, i.¢., -

[r2d V r=¢cqd ] A r2d > [r-d2d V r-d=c-(g+l)d ]

does not hold. On the other hand, we can prove that the stronger relation r = ¢c-¢°d is an
invariant, since we have a stronger hypothesis on the left-hand side of the implication;
that is,

r=c-qd AN r2d > r-d=c-(g+l)d

does hold. Clearly, once we establish that r=¢-¢ged is an invariant, it follows that
(r2d)V (r =c-¢g-d) aisols.

Various specific methods of strengthening candidates have been discussed in the
literature (Wegbreit [1974), Katz and Manna [1976], Moriconi [1974] and others); they
are closely related to methods of "top-down" structured programming. Related techniques
are used by Greif and Waldinger [1974] and Suzuki and Ishihata [1977]. Also the
candidates that Misra [1976] and Morris and Wegbreit [1977] derive, using the
subgoal-induction method of verification, fall into this class.

In each of the following two sections, we shall demonstrate how a nontrivial program
can be annotated using the rules in the Appendix. These examples are deliberately taken
from previously published papers on program annotation in order to demonstrate tne power
of our approach.
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III. EXAMPLE: Real-Division Program

Consider the following program P, purporting to approximate the quotient c/ld of two
real numbers ¢ and d, where 0 sc<d. Upon termination, the variable ¢ shoulid be no
greater than the exact quotient, and the difference between ¢ and the quotient must be
less than a given positive tolerance ¢ . In other words, the input specification is

0sc<d N O«<e
and the output specification is
gscd A cld<gq+e .

The program is

P;: begin comment real division

B: { O0sc<d, 0<¢)

qe0; ¢gqi=0y rimly rrimd

loop Lp{ ... )
until rse
if gg+rrsc then ¢ := g+ry ¢ = gq+rr f£i
v = 7/25 17 im 72
repeat

E: (? gscld, cld<gve 7}

end

and our goal is to find loop Invariants at L, in order to verify the output candidates at
E, . In our presentation of the annotation of this program, we first apply the assignment
rules and then the control rules combined with a heuristic rule.

1. Assignment Rules

As a first step we attempt to derive simple invariants by ignoring the control structure
of the program, and considering only the assignment statements. This will yieid globai

invariants that hold throughout execution.

F S AN S PR N S T s
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We first look for range invariants by considering all assignments to each variable. For
example, since the assignments to r are

7 - I 7= 'Iz »
we can apply the multiplication rule <2>

x:= a | xa inP

{xeaa™ ) inpP.

Taking r for x, I for a, and /2 for a,, we derive the global invariant

{reu2y) inpP . (1)

In other words, r = 1/2" for some natural number n. From this it is possible to derive
lower and upper bounds on 7 ,ie., O0<rsi.

Similarly, applying the multiplication rule to the assignments to rr
rri=d rr=rr[2
yieids
{rredi2¥ } inP, . 2

Since we are given that d > 0, it follows that 0 <rrsd.

The assignments to ¢ are
q:=0 q = q+r .

Since we know (1) rel/2¥Y, these assignments may be interpreted as the
nondeterministic assignments

q:€0 q € q4lj2V .
Using the set-addition rule <6>

x:€ S, | x5, In P

{xeSpZS,) mP ,
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we conclude
{qeZlU2V )} InP,. (3)

This invariant states that ¢ Is a finite sum of elements of the form 1/2", where n Is
some natural number. Since for any two such elements, one is a multiple of the other, it

follows that the sum is of the form m/2" , where m ,n e N .

From (2) rr € d/2¥ and the assignments

qq =0 qq = qq+17
we get by the same set-addition rule

{gqgeaZy2¥ )} inP, . (4)

The above four invariants give the range of each of the four program variables. Now
we take up relations between pairs of variables by considering their respective
assignments. Consider, first, the variables r and rr . Their assignments are

(r,rr):=(l,d) (r,rr) = (212 ,177)2) .

Each time one is halved, so is the other; therefore, the proportion between the' initial
values of r and rr Is maintained throughout loop exacution. This is an instance of the
multiplication-relation rule <12>

(x,9):= (a,,0) | (xu®,y9u®) in P
{ xbl‘boal 'aobl"al } mP ,

yielding rlsd! = I'ery! which simplifies to

{rr=dr} inP, . (6)

The assignments to ¢ and ¢g are
(9.99):=(0,0) (q.qq) = (qer , ggerr) .

Using (6) rr = d-r to substitute for rr in the assignment ¢¢ := ¢g¢+rr , we have
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(¢.99):=(0,0) (9,499 := (g+r, gg+der)

which is an instance of the addition-relation rule <11

(x.,9):= (a,,5,) | (x+aou,y+bou) in P
{ ar(9-b) =bye(x-a) } In P .

Thus we have the global invariant 1+(gq-0) = d+(¢g-0) , i.c.,

{g9=dq}) inP . (6)

In all, we have established the following giobal invariants:

e~

{reli2¥, medi2V, geZy2",
gqedZl2¥, rr=dr, gg=dq } in P

sl i

2. Control and Heuristic Rules

So far we have derived global invarlants from the assignment statements, ignoring the ﬂ
control structure of the program. We turn now to local invariants extracted from the
program structure.

By applying the assignment axiom <18>

X i=q

{x=a)
to the four assignments at the beginning of the program, we get the local invariant

{ (9.qq.7,1m)=(0,0,1,d) )

just prior to the loop. The loop axiom <20),
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loop P’
until ¢
{-t)
P"
repeat

yields r > e at the head of the loop body. Thus far, we have the annotated program
segment

{(q.q9¢9,7,mm=(0,0,1,d) }

loop Lg{ ... )
until rse
{r>e}

if qg+rr sc them ¢ :=q+r; ¢ := qq+rr fi
rmr[2; rro=1r[2
repeat .

The conditional statement of the loop,

if ggerrsc then ¢i=g+ry qgi= qqerr fi
may be considered as having an empty else branch, i.c.,
if gq+rr sc then ¢ :=q+r; g = qqerr else fi .

So we apply the forward test rule <26,

{a)}

if ¢ then L': ; P’
else L": 3 P”
fi

{a, t}) atl
{a, =t} atl”,

obtaining, thereby,
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if qg+rr<c them { r>e, qqerrsc )i q:=qtr; qq = gqerr
else { r>e, c<ggerr )
fi .

Using the forward assignment rule <21),

{ a(u,y )}

X = U
L:

{ a(x,y) } at L ,

where x does not appear in a(/, ), the assignments of the then branch transform the
invariant gg+rr < ¢ into ¢¢ s ¢ and leave r > ¢ unchanged. We obtain

if gqerrsc then q:=q+r; gimqqerr; { 7>, ggsc )}
else { r>e, c<qqerr )
fi .

We may now apply the forward branch rule <27>

if ¢t then P’ ; { a }
else P’ ; (8 )}
fi

L:

{aVvf) atl.

This rule disjoins the two possible outcomes of the conditional, and we obtain the invariant
{ (r>eNggsc) V (r>eAc<qqerr) } .
The invariant simplifies to just

{r>e} ,

since r > e appears in both disjuncts while ¢ sc¢ V¢ < gg+rr is a tautology (if the first
disjunct is false, then g¢¢ > ¢, and since rr is positive, gg+rr > ¢ is implied).

However, the disjunction heuristic
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if ¢t then P’ ; ( a )
else P ; {(8)
fi

L:

{(?a, 87} atlL

suggests that each of the two invariants, g¢ s ¢ and ¢ < gg+rr , may itself be an invariant.
So we have

{r>e ) and {? ggsc, c<qqerr ?)
following the conditional and preceding the assignments
v iar[2; rromyr/2 .

By further application of the forward assignment rule to the one invariant and the two
candidates, we get

{ 2r>e ) and (? ggsc, c<qge2or ?)

at the end of the loop. So far we have the annotated loop:

{ (¢.,99,7,m)=(0,0,1,d) )

loop L:{ ... )
until rse
if qgerrsc then = gery gq = qqerr £
rim /25 rrier/2 :
{2750 ) (7 ggsc, c<gge2err ?7)
repeat .

Finally, by applying the forward loop-body rule <29,

N AP
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{aVvB } atlL ,

to the invariant at the end of the loop body, we derive the loop Iinvariant
{ GQ.99,7,m=(0,0,1,d) V 27>5¢) atli,.
in order to simplify the presentation slightly, we shall use instead the weaker
{r=1 V 2¢>¢} atl,. (7)

By a similar application of the forward loop-body rule to the two candidates at the end of the
loop body, we get the candidates

{? (g.qq,7,m)=(0,0,1,d) V ¢ggsc ?)} atlL

1
and
{? (g.99,7,mm)=(0,0,1,d) V c<qq+2err 7} at L, .

Both candidates may be simplified, since their first disjunct is subsumed by their second,
leaving

{? ¢¢gsc, c<qqge2rr 7} at L, .

These two candidates can indeed be proved to be invariants: The first candidate, gqsc,
derived from the initialization and then paths, is unaffected by the else path which
leaves the value of ¢¢ unchanged. Similarly, the other candidate, ¢ < g¢+2+rr , derived
from the initialization and else paths, is maintained true by the then path. So we have
the loop invariants

{g99sc, c<qgg+2er ) at L, . (8)

Since there are no assighments between the loop and the end of the program, all the
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loop invariants may be pushed forward unchanged, and hoid upon termination. With the
loop exit test r < e, the output invariants include

{ rr=der, gg=dq, =1V 2r>e),
ggsc, c<qqr2err, rse ) at E . (9)

Note that we did not make any use of the candidates
{? gscld, cld<q+e 7} at E ,

suggested by the output specification, as no new invariants would be derived.

Though these invariants do imply ¢ s ¢c/d as specified, they do not imply c/d < qg+e. In
fact our program as given is incorrect. For a discussion of how these invariants may be
used to guide the debugging of the program, see Dershowitz and Manna [1877].

3. Loop Counters

By introducing an imaginary loop counter n — Iinitialized to 0 upon entering the loop
and incremented by [ with each iteration — we may derive relaiionships between the
program variables and the number of iterations.

The extended program (annotated with some of the invariants we have already found)
is:

P begin comment real division
Bs { 0sc<d, O<e )}
qi=0; qq:=0;3 ri=l; rri=d

n:=0
loop Lpg {rr=der, ge=deq, (r=lV 2w>e), qqsc, c<qge2err )
until rse
if ggerr<c then ¢ :=q+r; qq := qq+rr fi
yim 7|25 rrimyr)2
n = n+l
repeat _
Es ((rr=dor, gg=deg, (r=1V 2er3e), qqsc, c<qqe2err, rse )
end .
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Obvious'ly,

{neN} inP, . (10)

For the variables r and n , we have the assignments
(r,n):=(,0) (r,n):=(r/2,n+])

and we can apply the linear-relation rule <14>

(x,9) := (a,,b) | (ax+a,,94b) in P
{ [x@eq-14aPraden [ap(a-1naPra) } In P .

With this rule we get the giobal invariant
{ [reC2-1)+0Y+UI2)° = [1«(N2-140F«(lI2)" } in P,
which simplifies to yield .
{r=12"} in°P, . (1)
Applying the same rule to
(rr ,n) :=(d,0) (rr ,n) :=(rrf2 ,n3D) ,
we deduce »

{rr=di2»} inP, . (12)

With these loop-counter invariants, the total number of loop iterations as a function of
the input values may be determined. Using (11), we can substitute /2" for r in the
output invariant (9), rseA(r=/V 2+« 5 ¢), and get

II12"se N (lI2"=1V 2[2">¢) .

Taking the logarithm ( ¢ is positive), we have the lower bound
-loge sn

and upper bound
n=0 V n<-loge+l

on the number of loop iterations n . Note that by finding an upper bound on the number of
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iterations, we have actually proved that the loop terminates.

Combining both bounds gives (assuming n =0 )
-log.e s n < -loge+l ,

or, since n is an integer (10), it is equal to the one integer lying between its lower and
upper bound

n = [-loge] = -|log,e] .
Thus we have the output invariant
{n=0 V n=-llogel } atE . (13)

Since n is the number of times the loop was executed before termination, we have
derived the desired expression for the time complexity of the loop. -
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IV. EXAMPLE: Selection-Sort Program

The previous example contained only one loop and dealt with simple variables. As a
more challenging example, we annotate an array-manipulation program containing nested
loops. The program is intended to sort the array A[0:n] of n+! elements A[0), A[1],

-+ A[n] in ascending sequence. The output specification can therefore be expressed
as

(V)0 <! <n)A[l] s A[I+1]) A perm(A[0:n], Af0:n)) r

where perm(A[0:n], A [0:n]) indicates that A[0:n] Is a permutation of the array
A[0:n], and 4, is the value of the array 4 when the program is first entered. The
program is:

P, begin comment selection sort

B; { neN )

i:=0

loop L:{ ...}
until i2n
P: begin

Jmiely m:w A[i); k=i
loop Lpg( ... )

until j>n |

if A[jJ<m then m:=A[j}; k:=j fi

j =g+l _ |

repeat

A[R]) := A[i); A[i] :=m; i := i+l it

end |

repeat

Ep (7 (VIO sl<n)A[l]s A[1+1]), perm(A[0:n], A[On]) 7) |

; end . |

1. Assignment Rules

We first try to determine the range of the program variables. The variables In the

]

:

i .
%—-—
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program P, are i, {, k, m,and 4 ; the inner loop (the program segment P, ) sets the
variables j, & and m , and leaves i and A4 unchanged.

The assignments to i are
i=0 =i+l
which by the addition rule <1>

x:= a | x+a, In P

{ xea#aN } in P

give the global invariant
{ieN} InP,. (1)

Since the program P, contains the labels L,, L, and E,, this relation hoids at all three
points.

The assignments to j are
Jomisl Jmjel .

Since we know i€ N, we may substitute N for i to obtain the nondeterministic
assignments

j € N+l jejl

and by the set-addition rule <6> we get j € N+1+Z1 , which simplifies to

{jeN, 15§} inP,. 2) .

(Recall that these global invariants only hold after f := i+/ Is executed for the first time.)
Since within P, the vaiue of { is unchanged, it may be regarded as a constant. We can

therefore apply the addition rule to the assignments to j, j:= i+] and j := j+I, obtaining
{jei+l«N } In P,
and consequently

{i<j) inP,. (3)
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The assignments to & are
k=i ki=j .
Using (1) and (2) to substitute N for i and j, we have
k:eN k:eN
and from the simple set-union rule <4>

x:€ S, |8, inP
{xesS,US, } inP

it follows that

{keN ) inP,. (4)

in P,, as we have seen, i/ is constant and j € i+/+N , 80 we substitute {+/+N for § in
the assignments to &k to obtain

k:ei k :e i+l+N .

By the same set-union rule, we have that & belongs to the union of { and i+1+N .
Therefore & € i+N , and

{isk '} inP, . (6)

Finally, for m we have the assignments
m := A[i] m = A[j] .
Using (1) i e N and (2) j € N to substitute N for i and j, we get
m :€ A[N] m :€ A[N] .
Thus, by the set-union ;'ulc, we obtain

{meAlN]) inP,. ()]

In the following subsections, we shall apply the control rules and heuristics first to the
inner loop and then to the outer loop.

skt o




B T P P W W TP ageg &

Inference Rules for Program Annotation 33
2, Control Rules - Inner Loop

At any point in a program, the disjunction of what is known from the paths leading to
that point is an invariant. So we can obtain loop Invariants at label L,, by considering the

three paths leading to L, : the initialization path from L, to L,, the loop-body path from
L, to L, via the then branch of the conditional, and the loop-body path via the else

branch of the conditional.

From the initialization path, we have upon entering the inner loop
i<n A j=i+l N m=4[i) N k=i. (7)

The conjunct i < n derives from the negation of the outer-loop exit test (using the loop
axiom <20)); the other three conjuncts are obtained from the three assignments along the
initialization path (by the assignment axiom <18>).

At the head of the inner-loop body, we have the invariant
jsn A i=ip N A=A, A j=j, AN k=k, AN m=m
3 s s s ]

where x, , for some variable x and label L , denotes the value of x when control was
last at L . The first conjunct is the negation of the exit test and the other conjuncts,
which are generated at L, using the value axiom <33,

{x:xb} at L ,

have been pushed passed the exit test unchanged (this is an application of the forward
loop-exit rule <31> to the inner loop). After executing the assignments in the then
branch of the conditional, we know

jsn A m=AG) A k=j A i=i A A=A A j=j

The second and third conjuncts derive from the assignments (by <18>); all the other
conjuncts have been propagated forward (by the forward test rule <28> and forward
assignment rule <215).

After the (empty) else branch of the conditional, we have
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jsn A msAG) A izt A AsA A f=j A k=k, A mem, .

The second conjunct is the negation the conditional test (by the conditional axiom <18>).
Since we must have traversed either the then or else branch, we know that after the
conditional

(jsn A m=A[f] A k=j A bl A A-AL’ A J'h,)
V (jsn A msAjf] A inh, A A-AL’
A jsj,_’ A htkL’ A msmL’)

(this is the forward branch rule <27). Thus, at the end of the loop body, after incrementing
j by I, we have (by <21>)

(j-1sn A m=A[-1] A k=jl A i=i, N A=A, A j-1=f, )

j l.s L, j jL’

V (j-Isn A msA[j-I1] A i=tL’ A A=AL’ (8)
A j-l-jb’ A k-hb, A mem, | 3P

Furthermore, if a relation a holds upon entering a loop, and we know that the loop
body either does not change the values of the varlables in a, or reachieves a for the
new values of the variables, then « Is a loop invariant. This is the protected-invariant rule
<34>

{ a(x) }
loop L:
P

{ax)Vxex )
repeat

{ a(x) } at L.

By substituting k for j-1 in the first disjunct of (8), we may derive k sn and m = A[k] .

Thus, at the end of the loop body we know (ksnAm=A[k]) V

(A=A, ANk=k, Ams= m, ) . This invariant is of the form a(x) Vx=x, , taking a(x) to
3 s s

be ksnAmz=A[k] and x to be the variables A, & and m . The first disjunct
indicates that the then path achieves a(x) ; the second disjunct states that the else
path leaves A, k and m unchanged, From invariant (7) preceding the loop, we can
derive that initially x sn and m = A[k]. So we have
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{ hsn, m=sA[R] } atl,. (9)
Similarly, by (8) we have i = lL’ for both loop-body paths, and by (7) we have { <n upon
entering the loop. Taking a(l) tobe i <n, we get

{i<n) atl,. (10)

Disjolning invariant (7) of the initialization path and (8) from the loop-body path, we
get the following inner-loop invariant (by the forward loop-body rule <29)):

{ Ci<n A j=isl A musA[] A k=i)
V (jlsn A m=A[j-1] AN k=jl)
V (j-1sn AN msAj-1]) Jost L. (11)

(The conjuncts refering to the previous value of a variable at L, have been removed.)

Now we extract the "common denominator" of the disjuncts in (11) arising from the
different paths. The relation j-/ sn appears in the second two disjuncts and is implied
by the two conjuncts i <n and j = i+] of the first disjunct, so we get the invariant

{jlsn} atl,. (12)

s

In the first disjunct of (11) we have j=i+I Am= A[i], in the second we have
m = A[j-1] , while in the third we have m s A[j-I], thus for all paths

{(msAG-11) atl,. (13)

3. Generalization Heuristic - Inner Loop

The following generalization heuristic <37> is particularly valuable for loops involving
arrays:
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{(x=a}

loop L: { a(x,y) )
P
{x=x,41}
repeat

{? (W)aslsx)all,y) ?} atlL .

This heuristic is similar to the forall rule <35>, but only suggests a candidate, since the

variable y may change value in P . In our case, reconsider the inner-loop invariant (13)

afj,m): ms A[j-I] at L,. Initially § is i+, and at the end of the loop body j=j, +/,
¢ ]

so, as an invariant candidate, we try
{? (V)(+l<lsj)ms A[l-1]) ?} at L, |,

which we shall abbreviate as m < A[i;j-1]. Checking the candidate for the them and
else paths, determines that it is in fact an invariant, and we have for the inner loop

{ m<Alizj-11 ) atlL,. (14)

So far we have derived the foliowing inner-loop invariants
{ ksn, muwAR]), i<n, j~Isn, msAfiy-1] } atL,.

We turn now to consider the outer loop.

4. Control Rules - Outer Loop

Using the forward loop-exit rule <31), the invariants at L, may be propagated past
the exit test j > n, obtaining

{ ksn, m=A[R]), i<n, j-1sn, msA[liy-1], j>n }

just prior to the assignments

A[R] := A[i); A[i) :=m; i :=isl .




Inference Rules for Program Annotation 37

Propagating these invariants past the assignments, we get the following invariants at the
end of the outer-loop body:

{(ksn, isn, msAliy-1], mudfi-I], j-Isn } . (16)

The invariant & < n i3 propagated unchanged. The invariant i <n becomes i-!/ <n after
executing i := i+l (by the forward assignment rule <21>), which is equivalent to isn
(since both i and n are integers). The invariant m s A[i:j-1] still holds after assigning
to A[k], since it also held for A[i]; after the assignment to A[{], it becomes
m < A[i+l3yj-1] (by the forward array-assignment rule <28)); after incrementing i, it
becomes m s A[i:j-1]. The assignment A[i] := m generates the invariant m = A[i] (by
the assignment axiom <18>), which becomes m = A[i-I] after incrementing i . Finally, the

invariants j-/ sn and f>n simplify to j-I =n (since (2) je N).

Clearly upon entering the outer loop (by <18>)

i=0 .
Thus, by the forward loop-body rule <295, we have the outer-loop invariant

{i=0 V (ksnAisnAmsAlig-I)Am=A[i-IJAj-1=n) } at L,
with the following two corollaries:

{i=0VA[-1)s A[im] )} at L, (16)
(the second disjunct follows from m < A[iyf-1], m = A[i-1] and j-1=n ), and

{isn} atl, (17)

(since i =0 is subsumedby isn for ne N ). If we use the forward loop-exit rule <31
to push i sn past the exit test i2n and out of the loop, we get the output invariant
isnAizn at E ,or,

{i=n) at E, . (18)
6. Heuristics - Outer Loop

We use the generalization heuristic 47> tc generalize (16) for the counter i, where
a(i,A) is i =0V A[i-1] s A[isn] . Since i is initially 0, this yields the candidate
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{? (VDO slsi)l=0V A[l-1]s A[l:n]) ?} at L, .
This is equivalent to
{7 (V)0 sl <i)A[l) s A[l+I:n)) 7} at L,

and states, in effect, that the array elements A[0:-1] are sorted and that they are all
smaller than the array elements A[i:n]. It can be shown that it does indeed remain
invariant, so we have the outer-loop invariant

{ (WO <1< i)A[l] < A[l+I:m]) } at L, . (19)

This may be pushed out of the loop to £, , and with (18),ie, i=n at E, , implies the first
conjunct of the output specification,

(VIO <1 < n)A[l] < A[I+1)) .

The top-down  heuristic <38> suggests that the output specification
perm(A[0:n] , A [0:n]) , which is obviously true initially, is itself a candidate at L,. Since
it can be shown that the only two assignments to 4 have the effect of exchanging the
values of A[k] and A[i], we have the invariant

{ perm(A[0:n],A[0:m]) } atlL,. (20)

The program, annotated with some of the more important loop and output assertions,
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P, begin comment selection sort
B: { neN )}
{:w=0
loop Lg {ieN, isn, (VINOsI<iXA[]s A[ln]),
perm(A[Om], A [0m]) )
until i2n
P, begin
Jrmirly m= A[t); k=i
loop Lg (i,j,hkeN, i<n, i<jsn+el, isksn,
m=A[R], ms A[iy-1] )

until j>n
if A[jJ<m then m:= A[j]; k:=j f£i
j =g+l
repeat

A[R] = A[iJs A[L] 1= my i sm isl]

end

repeat
Eg {i=n, (VINOsl<i)A[l]ls All+Im]), perm(A[0:n], A[0:n]) }

end .

To determine the time complexity of this program, we add three counters: one for the outer
loop, one for the inner loop, and a third to sum the total number of inner-loop executions.
Using the annotation rules, one can easily show that the outer loop Is iterated n times,
that the inner loop is executed n-i times for each outer-loop iteration, and that the total
number of inner-loop executions is n<(n+1)/2 .
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APPENDIX

In this appendix we present a catalog of annotation rules. We use the following
conventions:

3 P, P’ and P” denote program segments; .
L, L' and L" are statement labels;

a, 8,7 and 8 denote predicates;

X, y and z are variables;

a, a, and b, are expressions which are constant in the given program segment;

u and v are arbitrary expressions;

N denotes the set of natural numbers and / the set of all integers.

1. Assignment Rules

©® Range rules

<1> addition rule .
x:= a, | x+a, | x+a, | ... in P
: { xea+a N+ayN+... } in P

<2> multiplication rule
xw a | xa |xa, | ... InP

{ xeamaNalNe... } inP

<3> exponentiation rule
2w o b5 5% ]) ... BP

Neg N
{x€cs® "% " } mP
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® Set assignment rules
x :€ § refers to an assignment x :« u where It is known that u € S ;
ZS is the closure of the set § under + ; '
IIS is the closure of the set § under - ;

<4> set-union rule
xie S |5 181 ... npP

{ xes,US, US,U... } InP

<8 set-addition rule
xi€ S | x5 | x5, | ... InP

{xeS4ZS+ZS+... } In P

<6> set-multiplication rule
x:€ S, | xS, | %8| ... inP

{ xeSpls Ilse... } inP

7> set-exponentiation rule

xwm S, 1SS ... mp
{xesﬂnsu‘nsr“ } inP

® Counter relation rules
n is an integer variable;
n, is an integer;
v(n) is an expression containing the one variable n .

<8) addition~counter rule
(x,n):= (a,,n) | (x+v(n),ne) in P

{ x= a0+21’:,1°v(l) } inP

<9> multiplication-counter rule
(x,n):= (a,,n) | (xv(n),nel) in P

{ x= a,-n,':',fovu) } inpP

43
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<10> exponentiation-counter rule
(x,n) = (a,,n) | G*™) nel) n P

n-1
{ x =aonl-n°"(l) ) .in P
® Basic relation rules

<115 addition-relation rule
(x,9) = (a,,b) | (xea,u,y+bou) | (x+av,9¢bv) | ... in P

{ a(y-b)=b(x-a) } in P

E <12> multiplication-relation rule
: (x,9) = (a,.b) | (xudi,yub)) | (x%,9P) | ... inP L*

{ xbl‘boal =a°b|°)a| } inpP

<13> exponentiation-relation rule
E (.9 = (@,,b) | & P 68" ¥ ... WP
{ log(x)o8 (”u)-log(bo)l"g(‘.) = log(aa)“’g(”.)olog(y)l"!(“.) } inpP

® Assorted relation rules

<14) linear-relation rule
(x,9) = (a,,b) | (a,x+a,,b94b) In P

i { [x(a-1)s0,Palon [0 (a-1)saa) } in P when b = |
; { [x(a,~1)+a, 08B ) [ +(b -1+, 163 » |
t [a,;(a,-l)+a,]1°l“’.)-b'(bl-l)w,]"’((‘u) }) inpP otherwise

<16> quadratic rule
(x,9):= (a,,8) | (x+a,,y4bx+b) in P

{ (y-b,):2¢a? = (x-a,)+[b,*(x-a -0 )+2+a,°0,] } in P

N R T T R T T
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<16> factorial rule
(x,9) = (azo0,,b) | (x+a,,9xb) In P
a,,8, €N

{ yea) = b(a,b)!% 0u(xla) } in P

<17> multiplication-exponentiation rule
9= (a,,0) | Geal, ) | (xa? " | ... n P
{ [xla,]l"l("u) = [log(y)llog(b,)]"’l(‘u) } inP

8. Control Rules i

® Control axioms

<18> assignment axiom
X:=a

: {x=ac}

€19 conditional axiom
if ¢t them (¢t ) ; P
else (-t} P
fi

<20> loop axiom
loop P’
until ¢
{~)
P”

repeat

(¢t}
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® Assignment control rules
A is an array variable;
the array function assign(4,y,1) yieids A, with z replacing A[y] .

<21> forward assignment rule

{ a(x.y) ) {(? v(x,y ?)
x := f(x ,9) x = f(x,y)
L: L
|
{ a(f (x,9.,9) ) atlL {(? Y (x,9.,9) 7} atlL

wiiere [~ is the inverse of the function f in the first argument, i.., F(f(x,9),9)=x.

{ a(u,y) } (2 v,y 7)
X =y X = Y
‘i L: o L
: {ax.,»)} atlL {(? 7(x,y) 7} atlL
? where x does not appear in all,y) or Y(/,y).
5 : 22> backward assignment rule
‘ L: L:
X =Y X = Y
s { B,y } {? 8x,y) ?)
L { B(u,y) ) atlL {? 8(u,y) ?2) atlL
] <23> forward array-assignment rule
{ af4,2) ) {? v(4,2) ?)
Aly] := f(A[y], 2) Aly] := f(4[y], %)
L: L:

{ alassign(4,y,f(A[y).2)),2) } at L (7 7V(assign(A,y,f(4[y],2)),2) ?) atl
where f(f(4(y],2),2) = A[y].

<24)> backward array-assignment rule

L: L:
A[y] = v ADyl=v °
: { B(4,2) ) {? 84,2) 7}
* { B(assign(4,y,v),2) } at L {? O(assign(4,y,v),2) 7} atl
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® Conditional control rules

<26> forward test rule
{a)
if ¢ then L': ; P’
else L": ; P”
fi

R

if ¢ then L: ; P’
else L”: i P”
fi

{a, t) atl'
{a, -t ) atl”

<26 backward test rule
L:
if ¢t then { a )} ; P’
else (B8 ); P’
fi

{toa, ~t5f )} atl

<27> forward branch rule
if ¢ them P’ ; { « )}
else P” ; { B )
fi
L:

{avh}) atl

<28)> backward branch rule
if ¢t then P’ ; L":
else P" ; L"s
fi
{8)
{6 ) atl’ and L”

® Loop control rules

<29> forward loop-body rule
{a)
loop L:
4
{8}

repeat

{avB ) atl

{(? v 7} atl’ and L”

if t then (? Y 7} ; P/
else (78 7); P’
fi

47

(2 t57, ~t>58 7} atl

if ¢t then P’ ; (727 7)

else P’ ; (728 7)
£i

(?Yvé?) atl

if ¢ then P’ ; L:
else P” ; L
fi

{(?8 7

{287 atl’ and L”

{7 7)
loop L:
P
{(? § ?)
repeat

(? YV8 7)) atlL
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<30> backward loop-body rule

L'

loop { 8 )
P
L"”:
repeat

{8) atl' and L”

<31> forward loop-exit rule
loop P’

{a}

until ¢

L

P"

repeat

”,
.

{a, ~t) atl
(a, t) atlL”

<32> backward loop-exit rule

loop P’
L:
until ¢
{a)
PII
repeat

{8}

{ ~toa, to>8 ) atlL

® Value rules

L'

loop (? & 7)
P
L
repeat

{(? 8 7?) atl' and L

loop P’
{?7v 7)
until ¢
L'
PII
Tepeat
L
{277 atl’ end L”

loop P’
L:
until ¢
77
4 PH
repeat
{(?¢&7)

(? ~t>7, t58 7) at L

x, denotes the value of the variable x when control was last at label L .

<33) value axiom
{x=x, )} atl
An invariant containing x, may not be pushed over the label L .

48
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<34> protected-invariant rule
{ a( }
loop L:
P
{ax)Vx=x )}
repeat
{alx) } atl
where x is the only variable in « .

<35> forall rule
{ x=a, x€l}
loop L: { a(x) )}
P
{ x=x,41)
Tepeat
{ (WeDastsxa(l) } atl
where x is the only variable in « .

'3, Heuristic Rules

<36)> disjunction heuristic
if ¢t then P ; ( a )}
else P’ ; (8 )
fi
L:

(?7a, 87) atl

<37)> generalization heuristic
{x=a, x€l}
loop L: { a(x,y) )
P
{ x=x,41}
repeat

{(? (WeD@asisxa(l,y) 7} atl

49
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<38> top-down Aeuristic

{7v)

loop P’
L:
until ¢
PI’
repeat

z* 7

(?7 7 atlL

® Dangerous heuristics - To be applied with caution

<39> or heuristic (applied in conjunction with the forward branch rule)
{aV8 ) atl

(?7a, 87 atl

40> strengthening heuristic (applied in conjunction with the top-down heuristic)
{ a(x) )} and (? Y(x) 7} atlL

{7 (vx)(alx)>Y(x)) ?} atL

41> transitivity heuristic (applied in conjunction with the top-down heuristic)
{ uRv } and (? uRw ?} at L

{? vRuVv=w 7} atl
where R is a transitive relation.
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